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Abstract 

 
The application of Deep Learning has now extended to various fields, including land cover 
classification. Land cover classification is highly beneficial for urban planning. However, the current 

methods heavily rely on statistical-based applications, and generating land cover classifications requires 
advanced skills due to their manual nature. It takes several hours to produce a classification for a 
province-level area. Therefore, this research proposes the application of semantic segmentation using 
Deep Learning techniques, specifically U-Net and DeepLabV3+, to achieve fast land cover 
segmentation. This research utilizes two scenarios, namely scenario 1 with three land classes, including 
urban, vegetation, and water, and scenario 2 with five land classes, including agriculture, wetland, 
urban, forest, and water. Experimental results demonstrate that DeepLabV3+ outperforms U-Net in 
terms of both speed and accuracy. As a test case, Landsat satellite images were used for the Karawang 

and Bekasi Regency areas. 
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1. Introduction 

Computer Vision is a branch of computer 

science that finds applications in various fields 

such as medicine, transportation, remote sensing, 

and more. One of the benefits it provides is the 

speed of processing and high accuracy achieved in 

recent times. However, one area that still lacks 

widespread adoption of Deep Learning is Remote 

Sensing, particularly in Land Cover classification. 

This is despite certain tasks requiring a significant 
amount of data, such as land use change prediction, 

where Land Cover classifications for specific 

periods are crucial. If generating a single 

classification map already consumes considerable 

time, the challenge becomes greater when multiple 

data sets are required for different periods 

(typically annual data). Computer Vision 

encompasses various tasks such as classification, 

object detection, segmentation, image restoration, 

and more. Land Cover classification falls under the 

segmentation category, where each pixel 
represents a specific land cover type [1]–[4]. 

Satellite imagery is easily accessible nowadays, 

for example, through the official USGS website, 

which provides Landsat satellite data. Users can 

select specific dates within a given year and choose 

multispectral images, where multiple bands are 

available for specific sensors, such as red, green, 

blue, infrared, and more. With a larger number of 

bands, it is expected to achieve better accuracy in 

land cover classification, including categories such 

as buildings, vegetation, water bodies, wetlands, 

and other land cover types. 

Previous researchers have applied U-Net for 

land use/cover classification using six Landsat 
bands, namely bands 2 to 7. The accuracy achieved 

was quite good in classifying several land 

use/cover categories. However, the proposed 

method requires the use of drones or Unmanned 

Aerial Vehicles (UAVs), which can be costly [5]. 

U-Net, which is based on Convolutional Neural 

Networks (CNNs), has certain limitations, such as 

the vanishing/exploding gradient problem [6], [7]. 

As a result, some researchers have replaced it with 

ResNet for the encoder and decoder sides. 

Additionally, by incorporating the Atrous Spatial 
Pyramid Pooling (ASPP), a DeepLabV3+ model is 

believed to be able to handle large-scale image  

classification tasks [8]. This is significant 

considering that U-Net is primarily applied to 
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small-scale medical images [9], [10]. Both U-Net 

[11]–[14] and DeepLabV3+ [15]–[18] have 

undergone numerous modifications to improve 

performance and adapt to hardware conditions with 

limited computational resources [19]. 

Since research utilizing satellite imagery is still 

relatively scarce [20], and the majority of studies 

have yet to incorporate multispectral imagery [21], 

[22], This study modifies the conventional 

semantic segmentation model, which typically 
utilizes drone-captured images, to be based on 

multispectral satellite images. The performance of 

two well-known methods, i.e., U-Net and 

DeepLabV3+, will be analyzed considering that 

both models have specific applications. U-Net is 

typically used for small-sized medical images, 

while DeepLabV3+ is commonly employed for 

large-scale images. 

We aim to bridge this gap by utilizing 

commonly used satellite images in RS-GIS, 

particularly utilizing the band frequency sensor. 
The results of this research serve as a benchmark 

for future research focusing on modified existing 

methods using satellite images, which have the 

advantage of capturing wide areas. The rest of the 

paper is organized as follows. After explaining the 

data sources and deep learning models used, two 

prototypes were created to facilitate testing, and 

their performance was evaluated. 

  

2. Materials and Methods 

This study used two Deep Learning models as 
benchmarks to make it easier for RS-GIS 

practitioners to classify land cover. Tests were 

carried out in two locations, namely the western 

region of Karawang and Bekasi district to find out 

whether it was feasible or not to be implemented in 

other areas. Data obtained from Landsat satellite 

imagery provided by USGS was used 

(https://earthexplorer.usgs.gov/), captured on May 

11, 2021. The captured area covered a single tile 

encompassing the JABOTABEK region. As a 

preliminary processing step, the data needed to be 

cropped to match the research area, which includes 
the Karawang and Bekasi Regency regions. 

 
Fig. 1. Training and Testing Areas. 

 

The Karawang region was selected as the 

training data for the U-Net and DeepLabV3+ 

models, while the Bekasi Regency was used as the 

testing location. The Karawang and Bekasi regions 

are located on the island of Java, Indonesia, with 

latitude and longitude coordinates are 

approximately 6010’ and 107020’, respectively. 
Figure 1 illustrates the training, validation, and 

testing data areas within the research area. The 

selected segment classes follow the standard land 

use/cover classification rules, where Landsat falls 

into category I [23]. Figure 2 shows the 

preprocessing process for preparing the training 

data, validation data, and test data for the 

Karawang region, which has an area of 1911 km2. 

The same process is performed for the Bekasi 

district, which has an area of 1274 km2 as the 

testing area. The final process shows the pixel 
dimensions for Karawang and Bekasi, which are 

5,877,336 pixels and 2,577,920 pixels, 

respectively. To generate a model for the Karawang 

region, this area is divided into three regions, each 

for training, validation, and testing data. The sizes 

of the training, validation, and testing data are 

1,439,328 pixels, 1,679,208 pixels, and 2,758,800 

pixels, respectively.  
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Fig. 2. Preprocessing Satellite Imageries to Dataset 

 

Two scenarios were chosen: scenario one with 

three classes (urban, vegetation, and water) and 

scenario two with five classes, including 

agriculture, wetland, urban, forest, and water. The 

first scenario with three classes is basic, where 

most land covers in other tropical areas have those 

classes. The second scenario divide vegetation into 
agriculture and forest, as well as the water into 

water and wetland since the study area uses 

wetland and water as its land use zones. The ground 

truth datasets, consisting of classified segments, 

are used for accuracy calculations. The ground 

truth is created using TerrSet through the Iterative 

Self-Organizing Clustering (ISOCLUST) method, 

which is then followed by manual reclassification 

to ensure that the clustering results can differentiate 

segments according to the scenario. 
The MATLAB 2021a version was chosen for 

the training and evaluation process. MATLAB live 

script for training refers to the official MATLAB 

website, i.e., for U-Net as a baseline method which 

used non-satellite imagery, i.e., RIT-18 dataset with 

18 classes  [24]. The RIT-18 is high resolution on 

small area with 18 classes that did not meet the 

requirement of land use/cover practitioners, e.g., 

picnic table, buoy, road marking, etc. Therefore, we 

train with satellite images from scratch. For the 

DeepLabV3+ model, we utilized the available 

model library in MATLAB’s Network Designer. To 
convert image files into MAT files in the form of 

matrices, a conversion process is required.  

Figure 3 illustrates the U-Net model. The small 

circles in the model represent one convolutional 

layer/block. The structure of the encoder and 

decoder forms a shape resembling the letter 'U,' 

which is why it is named U-Net. The U-Net has 

fewer layers compared to DeepLabV3+ due to the 

issues of vanishing and exploding gradients. 

 

 
 

Fig. 3. U-Net Architecture 
 

U-Net utilizes a series of 2D convolution 
processes with pooling and bias with the following 

formula: 

𝜔 ∗ 𝐹(𝑥, 𝑦) = (∑ ∑ 𝜔(𝛿𝑥, 𝛿𝑦) ∙ 𝐹(𝑥 +
𝑘𝑗

𝛿𝑦=−𝑘𝑗

𝑘𝑖

𝛿𝑥=−𝑘𝑖

𝛿𝑥, 𝑦 = 𝛿𝑦)) + 𝜔𝑏𝑖𝑎𝑠                       (1) 

𝑤ℎ𝑒𝑟𝑒 𝜔𝑏𝑖𝑎𝑠 ∈ ℝ 𝑖𝑠 𝑏𝑖𝑎𝑠 𝑜𝑓 𝑡ℎ𝑒 𝑘𝑒𝑟𝑛𝑒𝑙 𝜔 

 

The cross-entropy loss function in equation 2 is 

used to measure how closely the predictions of the 

U-Net model approximate the true values. 

 

𝐿𝐶𝐸 = − ∑ 𝑡𝑖 log(𝑝𝑖) , 𝑓𝑜𝑟 𝑛 𝑐𝑙𝑎𝑠𝑠𝑒𝑠𝑛
𝑖=1   (2) 

 

Where t+ is the true label and pi is the SoftMax 

probability for class-i. The activation functions 

used include ReLU, Sigmoid, and SoftMax, 

following equations 3-5. 

𝑅(𝑧) = {
−𝑥, 𝑥 < 0

𝑥, 𝑥 ≥ 0
   (3) 

(𝑧) =
1

1+𝑒−𝑧
                          (4) 

𝑆𝑜𝑓𝑡𝑀𝑎𝑥(𝑧𝑗) =
𝑒𝑧𝑗

∑ 𝑒𝑧𝑘𝐾
𝑘=1

 𝑓𝑜𝑟 𝑗 = 1, … , 𝐾            (5) 

Both U-Net and DeepLabV3+ (Figure 4) utilize 

encoder and decoder structures. While U-Net's 

encoder and decoder use CNN blocks, 

DeepLabV3+'s encoder and decoder employ 

ResNet50 blocks. Additionally, in the bottleneck 

section of DeepLabV3+, Atrous Spatial Pyramid 

Pooling (ASPP) is performed to extract features 

from objects of various sizes. The copy and crop 
operation in DeepLabV3+ is only applied to 

specific expansions/contractions, unlike U-Net, 

which is performed at each expansion/contraction. 
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Fig. 4. DeepLabV3+ Architecture 

 

Table 1 shows the parameters and 

hyperparameters of U-Net and DeepLabV3+. 

Here, hyperparameters are set the same to produce 

a fair comparison. It appears that U-Net has a larger 

number of parameters and model size compared to 

DeepLabV3+ despite DeepLabV3+ having nearly 

twice the number of layers as U-Net. 

 
Table 1. Parameters and Hyperparameters of U-Net and 

DeepLabV3+ 

 

Network Info U-Net DeepLabV3+ 

P
a

ra
m

e
te

rs
 # of layer 58 layers 100 layers 

Size 110.22 
Mbyte 

58.39 Mbyte 

# of params 31.03 M 20.62 M 

H
y

p
e

rp
a

ra
m

e
te

rs
 

Max Epoch 2 (2000 iteration) 
Initial learning 
rate 

0.05 

Minibatch size 16 
L2-
regularization 

0.0001 

Training 
option 

stochastic gradient descent 
with momentum (SGDM) 

gradient 
threshold 

0.05 

 

Accuracy is calculated based on the confusion 

matrix, which compares the predictions of U-Net 

and DeepLabV3+ with the actual values (Ground 

Truth). Additionally, the processing speed in 

making predictions is also recorded to assess the 

performance of the land cover segmentation. To 

ensure a fair comparison, the number of epochs is 

kept the same for both U-Net and DeepLabV3+ 

during training, which is 2 epochs with 2000 

iterations. 
 

3. Result and Discussion  
The Graphic User Interface (GUI) using the 

MATLAB 2021a programming language is created 

to facilitate the testing process. It consists of U-Net 

and DeepLabV3+ for segmenting scenario 1 with 

three-segment land cover classes and scenario 2 

with five-segment land cover classes. With 

compilation, the created GUI can be executed on 

other computers without having MATLAB 

installed.  

The training process takes several hours for 

each model. Figure 5 illustrates the training 

performance, with U-Net exhibiting high 

fluctuations. The training was executed using the 

NVIDIA GeForce MX130 Graphic Processing 

Unit (GPU). To achieve higher accuracy levels, 

hardware with longer training time (tens or even 
hundreds of epochs) is required. However, for 

comparing the feasibility of the two methods in the 

segmentation process, the used hardware is still 

suitable. In addition, from the training process 

graph, it is noticeable that the accuracy 

improvement starts to slow down as early as the 

second epoch. 
 

Fig. 4. Training Performance and Testing-Result Illustration in 

MATLAB live script 

 
The trained model, in the form of MAT files, is 

then used for land cover segmentation prediction in 

another area that was not involved in the training 

process. The three classes scenario is basic, where 

vegetation, urban, and water prediction shows 94% 

accuracy for U-Net and 95% accuracy for 

DeepLabV3+. Table 2 and Figure 5 show the 

metrics of model performance based on equation 

(6) – (9). Water appears to be the class with the 

lowest accuracy, while agriculture has the highest 

accuracy. 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
   (6) 

𝑟𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
   (7) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
  (8) 
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𝐼𝑜𝑈 =  
𝑜𝑏𝑗𝑒𝑐𝑡 ∩𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝑏𝑜𝑥

𝑜𝑏𝑗𝑒𝑐𝑡 ∪𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝑏𝑜𝑥
  (9) 

 
Table 2. Testing Result of DeepLabV3+ and U-Net (in 

brackets) 

 

Class Precision Recall 
F1-

Score 
IoU 

Agri 88.26 
(83.83) 

84.08 
(84.21) 

86.12 
(84.02) 

75.63 
(72.44) 

Wetland 69.96 
(88.29) 

74.70 
(62.50) 

72.25 
(73.19) 

56.56 
(57.71) 

Urban 88.41 
(76.21) 

54.72 
(57.24) 

67.60 
(65.38) 

51.06 
(48.56) 

Forest 54.45 
(56.78) 

74.14 
(70.07) 

62.79 
(62.73) 

45.76 
(45.70) 

Water 53.87 
(19.77) 

59.35 
(85.70) 

56.48 
(32.13) 

39.35 
(19.14) 

Accuracy 88.313 (87.654) 
mIoU 53.67 (48.71) 

 

 
 

Fig. 5. Accuracy Comparison of DeepLabV3+and UNet 

 

The testing was conducted using test data from 

Karawang Regency (the right part of Karawang as 

shown in Fig1), both for U-Net and DeepLabV3+. 

DeepLabV3+ showed superiority in terms of 

accuracy and speed. Figure 6 shows the accuracy 

of U-Net and DeepLabV3+ to be 87.65% and 

88.31%, respectively. The speed of DeepLabV3+ 

was less than 1 minute, while U-Net took around 6 

minutes. 

 
 

Fig. 6. Segmentation of U-Net and DeepLabV3+ Using Testing 

Dataset 
 

Another area, i.e., Bekasi Regency, was used 

for testing as shown in Figure 1. This area is 

adjacent to Karawang Regency. Two prototypes, 

one for U-Net and one for DeepLabV3+, are 

prepared to facilitate model testing. This testing 

aims to determine the suitability of the model for 

implementation in other regions besides 

Karawang. 

 

 
 

Fig. 7. U-Net Segmentation for Three Class Segments 

 

Figure 7 shows the segmentation results using 

U-Net. By inputting the cropped satellite images 

from band 2 to band 6 within the study area, U-Net 
achieves a land cover segmentation accuracy of 

90.37% in just 6 minutes. The percentages of Built-

Up/Urban, Vegetation, and Water are 24.14%, 

72.23%, and 3.63%, respectively. 

Meanwhile, DeepLabV3+ (Fig. 8) achieves a 

slightly higher segmentation accuracy of 90.98%. 

However, it is important to note that it also exhibits 

improved speed, completing the segmentation in 

less than one minute.  

One thing to note is the model complexity, 

where U-Net, with almost half the number of layers 

compared to DeepLabV3+, only lags by 0.61% in 
terms of performance. 

 

 
 

Fig. 8. DeepLabV3+ Segmentation for Three Class Segments 

 
Overall, DeepLabV3+ slightly outperforms 

its predecessor, U-Net. Table 3 provides a 
comparison between U-Net and DeepLabV3+ in 
terms of accuracy, processing speed, model 
complexity, and training characteristics for 
scenario 1 for three classes. The percentages of 
Built-Up/Urban, Vegetation, and Water are 
24.43%, 69.29%, and 6.27%, respectively. The 
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illustration of the segmentation process can be 
seen in the following link: 
https://youtu.be/097qXm3qvWo. 

 
Table 3. Comparison between U-Net and DeepLabV3+ for 

Three Classes of Segment 

 
No. 

Aspects 
Compared 

U-Net DeepLabV3+ 

1 Accuracy 90.37% 90.98% 

2 
Inference 
Time 

6 minutes 
1 minutes 

3 
Model 
Complexity 

58 layers 
100 layers 

4 
Training 
Characteristics 

Fluctuating 
Stable 

 
Scenario 2 with five classes (agriculture, 

wetland, urban, forest, and water) shows a decrease 

in accuracy. This is expected to be due to the 

difficulty of the model in distinguishing similar 

classes, such as agriculture and forest, or wetland 

and water. Figure 9 and Table 3 show the 

performance of U-Net and DeepLabV3+ in the 

segmentation process. 
 

Table 3. Comparison between U-Net and DeepLabV3+ for Five 

classes of Segment 

 

No. 
Aspects 

Compared 
U-Net DeepLabV3+ 

1 Accuracy 68.88% 71.73% 

2 
Inference 
Time 

6 minutes 
1 minutes 

3 
Model 
Complexity 

58 layers 
100 layers 

4 
Training 
Characteristics 

Fluctuating 
Stable 

 
The calculation results show that scenario 1 

with three-segment classes demonstrates good 

performance when applied to other regions. These 

three classes, namely urban, vegetation, and water, 

represent the most common land cover types in 

Indonesia. Some land cover types, such as 

wetlands, may not be present in other areas. The 

testing indicates that scenario 1 can be used for 
other regions in Indonesia. 

 

 
 

Fig. 9. Performance of U-Net and DeepLabV3+ for Five 

Classes Segmentation 

Referring to the Cross-Industry Standard 

Process for Data Mining (CRISP-DM) [25], [26], 

another important aspect is "deployment," where 

users should benefit from the developed model. In 

addition to generating segmented images on a 

Graphic User Interface (GUI), a Figure window 

was generated as well.  

 

 
 

Fig. 10. Figure Window for Saving the Result 

 

Figure 10 shows the window that can save the 
classification results in TIFF format. This is 

crucial, considering that the segmentation process 

is based solely on image data, and further 

processing is required by Remote Sensing and 

Geographic Information Systems (RS-GIS) 

practitioners through digitization and 

georeferencing functions. 

 

 
 
Fig. 11. The Segmentation result runs on ArcMap. 

 

Users can then open the TIFF file to display it 

in GIS Tools, such as ArcMap 10.7, as shown in 

Figure 11 after performing georeferencing to 
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obtain the appropriate coordinates and projection 

as well as adding a base map. With the base map, 

users can visualize the real conditions, both in 

terms of location (roads, cities, etc.) and satellite 

imagery if a satellite view base map is selected. 

The prototype used is desktop-based, which is 

commonly employed by vertical applications 

available in the market, particularly for geospatial 

analysis such as TerrSet, eCognition, ArcGIS, and 

others. Additionally, the segmentation process 
involves data with large-sized pixels (at the 

city/district level), which can be resource-intensive 

to run on web-based or mobile applications. 

The trained models, both U-Net and 

DeepLabV3+, can be directly used for other 

regions with their respective accuracy levels for 

scenario 1 and scenario 2, which can be seen in 

Table 1 and Table 2. However, for regions outside 

of Indonesia, retraining is necessary due to 

different characteristics such as deserts, snow, and 

other land cover classes. 
 

4. Conclusion 
The use of deep learning in land cover 

segmentation accelerates the segmentation process 

from hours to minutes. Additionally, it eliminates 

the need for specialized skills in classifying land 

cover types from segmentation using conventional 

applications such as TerrSet, eCognition, ENVI, 

and similar tools. By inputting bands 2 to 7 of the 

cropped satellite imagery within the study area, the 

model can produce a segmented land cover map. 
DeepLabV3+ slightly outperforms U-Net in terms 

of performance (accuracy and speed), but U-Net 

has a simpler structure. Future research should 

focus on developing new models or hybrids that 

leverage the strengths of various deep learning 

models such as MobileNet, Inception, Xception, 

and others. 
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