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Abstract

During the COVID-19 pandemic, many offline activities are turned into online activities via video meetings
to prevent the spread of the COVID-19 virus. In the online video meeting, some micro-interactions are
missing when compared to direct social interactions. The use of machines to assist facial expression
recognition in online video meetings is expected to increase understanding of the interactions among
users. Many studies have shown that CNN-based neural networks are quite effective and accurate in image
classification. In this study, some open facial expression datasets were used to train CNN-based neural
networks with a total number of training data of 342,497 images. This study gets the best results using
ResNet-50 architecture with Mish activation function and Accuracy Booster Plus block. This architecture
is trained using the Ranger and Gradient Centralization optimization method for 60000 steps with a batch
size of 256. The best results from the training result in accuracy of AffectNet validation data of 0.5972,
FERPlus validation data of 0.8636, FERPlus test data of 0.8488, and RAF-DB test data of 0.8879. From
this study, the proposed method outperformed plain ResNet in all test scenarios without transfer learning,
and there is a potential for better performance with the pre-training model. The code is available at
https://github.com/yusufrahadika/facial-expressions-essay.
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1. Introduction

Human behavior recognition is one of the grow-
ing research topics in computer vision and pattern
recognition. Human behavior recognition is usually
applied in machine learning to monitoring human
activities and getting insight from them [1]. The be-
havioral examination can help solve many problems
in indoor as well as outdoor surveillance systems.
The numbers of video surveillance systems have
been increasing every day to monitor, track and
analyze the behaviors in different areas [2]. There
are several applications of human behavior detec-
tion. Some of them are motion detection and facial
expression recognition. Facial expression analysis
is one of the most prominent clues to determine
the behavior of an individual. However, it is very
challenging due to many variations in face poses,
illuminations, and different facial tones [3]. Facial

expression recognition itself can be applied using
images or videos that are extracted into images.
Emotional facial images are direct/indirectly asso-
ciated with other human behavior such as kindness,
decision-making, awareness, memory, and learning.
This emotion can be read mainly through facial
emotion in an efficient way [4].

Facial expression recognition is a technique to
understand human emotions from expressions shown
as a reaction to something that occurs from the
environment. In this digital world, facial expression
recognition can be widely applied. For example, it
can be used to understand human expressions in
online video meetings. In online video meetings,
there are missing micro-interaction aspects when
compared to direct social interactions. Facial expres-
sion recognition in online video meetings is expected
to increase understanding of users’ interactions. The
use of online video meetings currently reaches 300
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million meetings per day. This indicates that the
video meeting has become commonplace in today’s
digital world, especially during the COVID-19 pan-
demic [5].

Video meetings are generally preferred to audio-
only because it has several benefits that cannot be
obtained through audio-only meetings. Users can
better understand by seeing the speaker’s lips move-
ments, tongues, jaw, and facial expressions and can
help understand the speaker’s intention [6] [7]. The
problem faced in video meetings is the limitation of
humans who cannot focus on many things. For ex-
ample, when a teacher is delivering learning material
in a video meeting, at the same time, the teacher can-
not observe the reactions given by all of his students.
Even though the students’ reactions themselves need
to be understood by the teacher to get insight from
the use of the learning methods. Facial expressions
are one of the most important non-verbal means
for humans to understand human emotions and can
be analyzed into meaningful insight [8]. From the
example above, by gathering insights from student
reactions, teachers can immediately look for the best
learning method according to their students in con-
ducting online learning to be done more effectively.

A facial recognition competition ever held using
the FER2013 dataset, which was released into sci-
entific papers. The best result of that competition
is constructed by combining three methods using
sparse filtering for feature learning, random forests
for feature selection, and support vector machine
for classification with 70.22% accuracy [9]. Other
research that has been conducted using the Convo-
lutional Neural Network architecture for facial ex-
pression recognition objects using the same dataset
has the best accuracy of 72.7% with the VGG archi-
tecture [10]. Meanwhile, research using other deep
neural networks has also been held using VGG and
ResNet with various training methods resulting in
the best accuracy of 84.986% [11]. Some recent
research also shows that image augmentation has
become a training method to improve model accu-
racy. Recent research on image augmentation using
a novel method called FMix can increase model
accuracy by up to 2% on the ImageNet dataset [12].

An accurate model built with deep learning or
deep artificial neural network can be applied to
solve the existing problems stated before by rec-
ognizing and classify human facial expressions. As
an example, it can be used to detect student facial
expressions in online learning via video meetings.
Using a good classification model can help teachers
observe their students and get feedback or insights
from the learning methods. However, it is possible
to implement a facial expression classification model

in other fields and cases like online learning and the
online hiring process.

The model must be light enough but at the same
time must have good accuracy because many facial
expressions need to be classified simultaneously.
Furthermore, the model must be applied easily in
various environmental conditions. In this study, we
used a deep learning model, a machine learning
field inspired by the human neural network that is
arranged in a chain and performs a specific function
[13]. In addition, image augmentation can also be
used in the training phase to improve model accuracy
and train models to adapt better and generalize new
data. Moreover, open facial datasets on the internet
are generally imbalanced in each class, so class
weighting is required on the loss function or sam-
pling process during training. Thus, in this research,
our contributions are three folds:

1) We introduce large scale training model for
recognizing facial expression using FMix as
image augmentation to reduce overfitting.

2) We introduce new model architecture ex-
tended from the residual network by adding
Accuracy Booster Plus block and changing
ReLU activation function to Mish.

3) We evaluate the proposed model on three
datasets of AffectNet, FERPlus, and RAF-
DB and achieve the higher accuracy than
previous studies that using same residual
network backbone.

2. Material and Methods

2.1. Datasets

The datasets used in this paper are collected
from many popular facial expression datasets such
as AffectNet [8], FERPlus [11], facial expressions
[14], and RAF-DB [15] [16]. This merged dataset
is divided into eight classes that are neutral, happy,
surprise, sad, anger, disgust, fear, and contempt.
Image samples from each class are shown in Figure
1 consecutively.

2.1.1. AffectNet. AffectNet is the largest dataset
of facial expression image datasets to date. This
dataset consists of 1 million face images comprised
of approximately 420 thousand images manually
labeled by humans and 580 thousand images labeled
automatically using models trained using images
labeled by humans. This dataset is divided into two
types: class expressions and dimensional in numerics
representing facial expressions’ value [8].
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