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Abstract 

 
In this study, additional depth images were used to enrich the information in each image pixel. 
Segmentation, by its nature capable to process image up to pixel level. So, it can detect up to the 

smallest part of the object, even when it’s overlapped with another object. By using segmentation, the 
main goal is to be able to maintain the tracking process longer when the object starts to be occluded 
until it is severely occluded right before it is completely disappeared. Object tracking based on object 
detection was developed by modifying the Mask R-CNN architecture to process RGBD images. The 
detection results feature extracted using HOG, and each of them got compared to the target objects. 
The comparison was using cosine similarity calculation, and the maximum value of the detected object 
would update the target object for the next frame. The evaluation of the model was using mAP 
calculation. Mask R-CNN RGBD late fusion had a higher value by 5% than Mask R-CNN RGB. It was 

68,234% and 63,668%, respectively. Meanwhile, the tracking evaluation uses the traditional method of 
calculating the id switching during the tracking process. Out of 295 frames, the original Mask R-CNN 
method had ten switching ID times. On the other hand, the proposed method Mask R-CNN RGBD had 
much better tracking results with switching ids close to 0. 
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1. Introduction 

 

Object tracking was still one of the most 

exciting areas of computer vision. Three main steps 

in tracking objects were [1,2]: detecting objects, 

tracking objects from one frame to another, and 

analyzing the behavior of these objects. Object 
tracking has challenges that need to be faced [2], 

including missing information, image noise, 

complex object shapes, occlusion, illumination, 

and others. One of which was discussed in this 

study was occlusion. Occlusion was a condition 

where the main object was partially or completely 

blocked, for example, in Fig.1. The main goal of 

object tracking was to identify the object as being 

the same object as the initial target when only part 

of the object was visible or when the object 

disappears and reappears [1]. 
The occlusion that occurs can reduce the 

quality of the object tracking method [34], so many 

methods have been developed to overcome this 

problem. In 2007, Pan et al. proposed CAPOA 

(content-adaptive advanced occlusion analysis) 

occlusion handling algorithm. This algorithm 

initialized the target object by manually selecting 

the region of interest by utilizing the greyscale 

feature. The selection results were used as a 

template used for the template matching process in 

the next frame. Template matching was done using 

coordinate transformation to estimate the template 

and find areas similar to the estimated template. 
Then the template was updated using the new 

results, and this process was repeated for the 

following frames. This algorithm has good results 

to solve occlusion problems but fails for specific 

events, such as when complete occlusions occur or 

if the occluder has the same appearance as the target 

object. 

 

 
Fig. 1. Example of occlusion state of object teddy bear. Partial 

occlusion (left) and complete occlusion (right) 
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 Fig.  2. Mask R-CNN arcitechture [13] 

 

Occlusion is well known to be an unavoidable issue. 
In a survey conducted in 2014 by Lee et al, it is 

stated that problems with occlusion can occur when 

the occlusion state is still going on and when the 

occlusion has been completed. When an occlusion 

case occurs where there are two objects that overlap 

each other it will be difficult to determine the 

position of each object accurately, besides that there 

is also difficulty in determining the exact position 

of the object because some or all of the information 

from the object is lost. Also, when the occlusions 

state has been completed, it is also a challenging 
task to determine whether the object that occurs is 

the same object before it is missing or not. It would 

get more complicated if the object surrounded by 

other object with similar or even same 

characteristics. To overcome all of this problem, 

there are many methods specifically developed to 

handle occlusion. The survey explained one of the 

methods that can be used is depth analysis [36]. It is 

a method that will be able to determine the distance 

of the tracked object. So, when an object being 

occluded by another object, the depth information 

will be able to separate them based on their distance. 
In 2015 Chen et.al. proposed a multi-instance 

segmentation method specifically to handle 

occlusion. The method was intended to find 

occluding area between two or more objects by 

parsing and categorizing them. Using categorized 

segmentation hypotheses by SDS [37], occluded 

area obtained by compare the value of two top 

scored categorized segmentation. If the proposal 

area is overlapped, it will be recorded as occluding 

region. Also, the classification used to get shape 

prediction of the object. So, by using occluded area, 
shape prediction, and the class were combined to 

construct the segmentation candidates. 

Developments in terms of software and 

hardware continue to be carried out to overcome 

tracking problems. One of the most famous 

examples was the Kinect camera developed by 

Microsoft [1]. This camera has a depth sensor to 

produce images representing object distances by 

giving each pixel a different color. This image was 

known as a depth image. The depth image was less 
complex than RGB images, making them more 

resistant to image noise such as lighting, 

camouflage, etc. Despite their simplicity, depth 

images can differentiate objects at different 

distances. Generally, depth images were used with 

RGB images, namely RGBD images. The 

information obtained from the depth image can 

enrich the RGB image so that the object difference 

in each pixel can be more significant [17]. 

The presence of a depth image triggered the 

establishment of benchmarks for RGBD data, one 
of them was Princeton Tracking Benchmark (PTB). 

With the formation of the dataset made in PTB, 

Song et al. [1] made a detection-based tracking 

method using a discriminative model. Feature 

extraction from RGBD images was carried out in 2 

ways: using an RGBD HOG and a 3D point cloud. 

The two extraction results were then trained using 

SVM to get the classification results. This method 

produces a reasonably good tracking but still has a 

relatively high computational performance. 

In 2014, Benou et al. also made object tracking 

using RGBD, which was focused on solving 
occlusion problems. This method was divided into 

three stages. First, detect occlusion using depth 

image information using the Gaussian Mixture 

Model (GMM). Second, tracking when occlusion 

occurs in 2 ways: (1) maintaining the target position 

using segmentation during partial occlusion, and (2) 

performing estimates to predict the future location 

of the target in complete occlusion. The final stage 

was recovery from occlusion. At this stage, the 

template matching process was carried out to find 

the target position again when it was freed from 
occlusion. This method could prove that the 

addition of depth images improved the tracker to 

handle occlusions. However, this method has the 

limitation of only operating properly for rigid 

objects, and if the occlude was an object much 

different from the target object. 

This study tried to overcome the occlusion 

problem by applying depth images to perform 

detection-based object tracking using a recent 
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detection method that was more efficient than Mask 

R-CNN [13]. Extending Faster R-CNN [12] does 

not only detect objects but also masks them and be 
able to separate each object as a single entity. Mask 

R-CNN was known as state-of-the-art in terms of 

image segmentation and instance segmentation. 

The segmentation can extract visible parts of the 

object target when partial occlusion happens [33].  

However, the current Mask R-CNN algorithm is 

limited to only using an RGB image as an input. The 

proposed method will try to utilize this method on 

RGBD image. With modification in the layer input 

of Mask R-CNN, depth images were combined 

using early fusion [11] and late fusion. The results 

of object detection from the frame-n were used as 
the target object in the frame-(n+1). This process 

continued until the last frame of the available data. 

Then tracking results were determined by 

calculating the similarity of the detection results 

between two frames. With some improvements 

made to the Mask R-CNN, this method worked with 

RGBD images. 

 

2. Literature Overview 

 

Object Detection 

In 2017, a novel model architecture Mask R-CNN 

was introduced by He et al. [13]. This method was 

a modification of Faster R-CNN[12]. Previously, 

Faster R-CNN only had two results, bounding box 

and class. It was not designed for the pixel-to-pixel 

result. Then it was modified by adding a third 

network called RoIAlign to perform instances 

segmentation. In the Mask R-CNN, segmentation 

was obtained by forming a mask against the 

detection results. RoIAlign could improve mask 

accuracy by 10% to 50%. Mask R-CNN can also 
beat the previous state-of-the-art instance 

segmentation method when performed on the 

COCO dataset. It also takes a short training time by 

running at about 200ms per Frame on GPU. The 

structure of the object can be shown in Fig.2. 

The simple rectangular matrix represents a mask 

in each pixel. We were at a point 1 means that the 

corresponding pixel belongs to an object of a 

particular class, and 0 means that the pixel does not 

belong to an object. Mask prediction was made 

using FCN, which maintains spatial object layout. 

RoIAlign then does essential work in this pixel-to-
pixel process. 

 

Object Tracking 

Moujahid et al. [21] develop visual object 

tracking via the local soft cosine similarity (Fig.3). 

This method was developed to perform object 

tracking. Developed based on the calculation of 

cosine similarity, the author then proposes a new 

local soft cosine similarity method. The object 

tracking process begins with initializing and 
forming a sample of candidate objects in the current 

frame. Furthermore, the sample formed was 

calculated for the similarity to the target sample, 

and the best result was selected. Then, the selected 

candidate was updated to be the target sample for 

the next frame. This process was repeated until it 

reached the last frame. 

 
Fig.  3. Object tracking method [6] 

RGBD Image Fusion 

A late fusion process for the Retina-Net method 

using the Resnet-101 backbone was carried out. It 

worked by duplicating the architecture where each 

network was used to process RGB and depth 

images in parallel [22]. The output of the FPN RGB 

and FPN depth were then combined to obtain the 

features of the combination of the two. The 

architectural form of the fusion result in this study 

can be seen in Fig.4. 
 

3. Methodology 
 

The proposed method (Fig.5) consists of 2 parts: 

the detection process and the tracking process. In 

the detection process, RGB and depth images were 

combined by adding the feature extraction results of 

the two images to obtain the detection results on the 

frame.  

Furthermore, with the results obtained, object 

tracking in the next frame was carried out by 

calculating the similarity value using the cosine 
similarity calculation. The object with the highest 
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similarity value determined the tracking result. The 

experiment was conducted to see how effective the 

depth image could improve the tracking, especially 

if occlusion involved in the process. 

 

A. Dataset  

The dataset used in this study comes from the 

Princeton Tracking Benchmark (PTB) [1], which 

explicitly provides a dataset for RGBD video. The 

dataset was provided in the form of paired image 
slices between RGB images and depth images 

(Fig.4). An experiment was carried out for one of 

the available sequences: the teddy bear. 

 

 

 
Fig.  4. Paired RGBD image: RGB(Above) and depth (Below) 

The sequence teddy bear has the following 

specifications: (1) has 597 images consisting of 297 

pairs of RGBD images, and (2) has a speed of 30 

fps. annotations were done manually so that three 

classes were formed in this sequence, namely: teddy 

bear, box, and person. 

 

B. RGBD Late Fusion 

The depth image only has one channel, which 

cannot be input directly to Mask R-CNN because its 

first layer was designed to input RGB Images with 

three channels. For this reason, it was necessary to 
modify the input layer [20] so that depth image 

information can be included. First, the input layer 

for RGB images were duplicated. Then, the 

configuration was set to the input layer by changing 

the image channel from 3 to 1. The architecture can 

be seen in Fig. 8. 

 

 
Fig.  5. Groundtruth preview 

The late fusion method works by dividing the 

network in parallel for each RGB and Depth input 

into an identical architecture. Furthermore, the 

results from each network were combined to form a 
feature map [17]. The merging process carried out 

in this study uses the addition method where the 

results of the RGB image process were added to the 

results of the Depth image process. 

By referring to the late fusion process that has 

been carried out by Brown et al. [22], a similar 

implementation was carried out using Resnet-50. 

The merging process was carried out using the 

addition method, where the results from each FPN 

that was at the same level would be added to each 

other. As explained in the previous sub-chapter, 
architecture was formed for each RGB (3 channel) 

and depth (1 channel) input before the fusion 

process was carried out. Then the results of each 

FPN in the two architectures were added before the 

feature map was formed by ROI pooling. The 

architecture formed can be seen in Fig.9. 

 

C. Cosine Similarity 

Cosine similarity was used to calculate the 

degree of similarity between two objects. In 

calculating cosine similarity, the first thing to do 

was do a scalar multiplication between the query 
and the document, then add it up. After that, do the 

multiplication between the length of the document 

and the query length squared, then calculate the 

square root. Furthermore, the result of the scalar 

multiplication was divided by the long 

multiplication in the document and query. 

 

𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 = 𝑐𝑜𝑠(𝜃) =
𝐴.𝐵

||𝐴||  .  ||𝐵||
 (1) 

 
The search for the maximum value from the 

results of the cosine similarity calculation was done 

by comparing the values horizontally and vertically. 

An illustration of finding the maximum value can 

be seen in table 1.
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Fig.  6. RGBD image late fusion using Resnet-101 

 
 

 
Fig. 7.  Proposed method 
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Fig.  7. Resnet-50 with 1 channel input for depth image 

 

 
Fig.  8. RGBD image late fusion Resnet-50 

 

Table 1. Cosine similarity value comparison 

Frame Id  a b  
1 0 0.679636 0.335477  

1 0.322393 0.791559  
Frame Id  a b c 

51 0 0.394730   0.722472   0.392875 

1 0.587503   0.399975   0.489091 

2 0.495183   0.413560   0.671416 

 
In frame 1, there are 2 objects that have been 

successfully detected, then the two objects are 

compared with each other. In frame 1, the largest 

cosine similarity value is 0.679636 which is found 

in object a. Therefore, object a will be given id 0. 

Then on frame 51 there are 3 objects detected. In 

the same way, a comparison of similarity values is 

carried out. Although the number of objects in the 

frame is more, the same comparison process will 

be carried out one by one. Both vertically and 

horizontally for id tracking 0 obtained object b. 
Therefore, object b will be assigned tracking id 0. 

D. Evaluation 

Object Detection 

The model formed was evaluated by calculating 

the mean average precision (mAP). mAP is the 

average of the average precision values. This 



Pratiwi et.al., Improved Mask R-CNN and Cosine Similarity Using RGBD Segmentation 7 

 

 

 

 

 

formula was used if the number of classes in the 

object detection process was more than 1. The mAP 

calculation formula can be seen in equation (1), 
where the value of N was the number of classes 

contained in the data. 

𝑚𝐴𝑃 =  
1

𝑁
∑ 𝐴𝑃𝑖

𝑁
𝑖=1  (2) 

The map calculation was carried out using the 

Intersection over Union (IOU) value. It is a value to 

see how close the predicted result is to ground truth, 

IOU value will be determined at the beginning of 

the evaluation, usually it was set to 0.5. then it will 

be increased gradually (0.7; 0.8; 0.9). The larger 

IoU value indicates that the prediction results were 
closer to the ground truth. 

 (3) 

Object tracking 

A calculation was carried out on the id switching 

that occurs. Id switching calculation was used in the 

traditional method [30] by comparing generated id 

with the ground truth (Fig.10). Because the dataset 

used does not have a tracking ground truth, the id 

switching that occurs refers to the object id in the 

previous frame. If the id generated from the tracking 

process does not match the id in the previous frame, 

then it would be counted as a switched id. The less 
id switching occurs, the tracking results can be said 

to be better. A comparison was made with the novel 

Mask R-CNN that detects objects for RGB images 

only. 

 
Fig.  9. Traditional id switching evaluation [30] 

4. Result and Analysis 

 

A. Detection Result 

Testing of the model was done by training the 

RGBD teddy bear dataset, which consists of 295 

pairs of images with 160 epochs. The evaluation 

was carried out using several IoU values. The 

purpose was to see which method was better when 

the area of overlap between the prediction results 

and the ground truth was getting bigger. The 
comparison of the training results was shown in 

Table 2. 

Table 2. mAP comparison of Mask R-CNN and Mask R-CNN 

RGBD with late fusions 

 mAP .7 mAP .8 mAP .9 

RGB [1] 98,423% 96,209% 63,668% 

Late Fusion 95,608% 93,806% 68,234% 

 

The Table 2 shows that the detection results 

between the Mask R-CNN method using only RGB 

images have a better mAP value when the IoU value 
= 0.7. Using only RGB images can have an mAP 

value that reaches 98,423%, where this value was 

almost 3% higher than the late fusion method. 

Furthermore, when the IoU value was increased to 

0.8, the method that uses only RGB images was still 

better and has a more significant difference in value 

with the late fusion method of about 3% 

An interesting thing happened when the IoU 

value reached 0.9. In this condition, the mAP value 

of the late fusion method can exceed the previous 

method. With a value of 68.234%, the late fusion 

method increased by ±5%. IoU 0.9 can be used as 
the maximum value of overlapping objects formed 

because the value sought was more significant than 

that, and it was not get results. From these results, it 

can be concluded that the detection results using the 

late fusion method were closer to the ground truth. 

 

B. Tracking Result 

The original Mask R-CNN was the primary 

method for object tracking. The result of the 

instance segmentation was extracted, and the 

similarity with the target object would be calculated. 
Experiments were also conducted for the modified 

Mask R-CNN with the early fusion and late fusion 

methods for RGB-D images. 

The results of tracking objects with changed ids 

were shown in a table according to the object class. 

The first id used as a reference for each class can be 

different for the two methods tested. The difference 

was due to the random assignment of ids according 

to object detection results. For example, the teddy 

bear object using the Mask R-CNN RGB method in 

the first frame had ID = 1 (Fig.12), while the Mask 

R-CNN RGBD method could had ID = 0 (Fig.14). 
It applies to all classes in this experiment. 

A. Teddy Bear 

Object tracking with Mask R-CNN RGB 

(Fig.12) gives a tracking id of 1 to the teddy bear 

object in the first frame, but this id can only be 

maintained until frame 39, which changes to 

tracking id 3. Changes in tracking id indicate that 

the tracker failed to identify the current object frame 

as an object in the previous frame. In addition, the 

id change with this method also occurs in 10 other 
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Frames. The list of frames that have an id change 

can be seen in Table 3. 

Table 3. Id switching Mask R-CNN RGB for teddy bear 

Frame # Tracking_id rgb class_id/0 
Switch 

Count 

39 3 1 1 

41 1 1 2 

42 3 1 3 

66 1 1 4 

68 3 1 5 

204 
2 1 FAT 

3 1 - 

205 2 1 6 

217 3 1 7 

218 2 1 8 

219 3 1 9 

288 1 1 10 

Furthermore, there was a slight improvement in 

the results of object tracking with the early fusion 
method. It can be seen from Table 4 there were a 

slight reduction in the id switching that occurs only 

seven times. However, the number of frames with 

false alarms increased slightly to 3. Detailed Id 

switching process was shown in Fig.13. 

Table 4.  Id switching Mask R-CNN RGBD early fusion for 

teddy bear 

Frame # 
Tracking_id rgbd 

early fusion 
class_id/0 

Switch 

Count 

39 3 1 1 

41 1 1 2 

68 3 1 3 

153 1 1 4 

204 
3 1 FAT 

1 1 - 

205 3 1 5 

217 

 

1 1 FAT 

3 1 - 

218 

 

1 1 FAT 

3 1 - 

219 1 1 6 

289 2 1 7 

On the other hand, object tracking with late 

fusion provides tracking id 0 on the teddy bear 

object in the first frame. In Fig.14 can be seen that 

it can identify the teddy bear as an object with 

tracking id 0 until the last frame. 

Table 5.  Id switching Mask R-CNN RGBD late fusion for 

teddy bear 

Frame # 
Tracking_id rgbd 

late fusion 
class_id/0 

Switch 

Count 

217 
3 1 FAT 

0 1 - 

218 
3 1 FAT 

0 1 - 

 

For the teddy bear object, it can be concluded 
that the tracking method with the Mask R-CNN 

RGBD was better because it has fewer number of id 

switching (Table 5). 

B. Box 

In the class box, Mask R-CNN RGB had 

tracking id 2 when it first appears on frame 31 

(Fig.15). However, this id can only be maintained 

for one frame until it finally changes to tracking id 

three on frame 32. The total number of id switched 

for the object box was five times (Table 6). 

Table 6.  Id switching Mask R-CNN RGB for Box 

Frame # Tracking_id rgb class_id/0 Switch Count 

32 3 3 1 

33 2 3 2 

89 1 3 3 

90 2 3 4 

116 1 3 5 

There was a considerable improvement in the 

results of object tracking with the early fusion 

method (Fig.16). It can be seen that there was no id 

switching happened. However, the number of 

frames with false alarms increased by one frame 

(Table 7).   

Table 7.  Id switching Mask R-CNN RGBD early fusion for 

Box 

Frame # Tracking_id rgbd 

early fusion 

class_id/0 Switch 

Count 

32 2 3 - 

3 3 FAT 

The tracking result was showed in Table 8 had a 

better consistency for late fusion (Fig.17) as the 

switching id only happens once in frame 292. It also 

marks that this method also performed better for 

object boxes. 
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Table 8. Id switching Mask R-CNN RGBD late fusion for Box 

Frame # 
Tracking_id rgbd 

late fusion 
class_id/0 

Switch 

Count 

292 0 3 1 

C. Person 

The best tracking result for Mask R-CNN RGB 

was class for the person (Fig.18). It can maintain its 

id until nearing the end of the video at frame 289. It 

was shown in Table 9 that the total of id switches in 
this class was only two times, which appear in the 

next frame (frame 290). 

Table 9. Id switching Mask R-CNN RGB for Person 

Frame # Tracking_id rgb class_id/0 Switch Count 

289 3 2 1 

290 0 2 2 

291 

 

3 2 FAT 

0 2 - 

292 

3 2 FAT 

2 2 FAT 

0 2 - 

293 

1 2 FAT 

2 2 FAT 

3 2 FAT 

0 2 - 

In the results of early fusion (Fig.19), there was 

no id switching happened. However, this method 

also has the same error with Mask R-CNN RGB. It 
happened in the same four frames: 291, 292, and 

293. Detailed information was shown in Table 10. 

Table 10. Id switching Mask R-CNN RGBD early fusion for 

Person 

Frame # 
Tracking_id rgb 

early fusion 
class_id/0 Switch Count 

290 

 

2 2 FAT 

0 2 - 

291 
2 2 FAT 

0 2 - 

292 
2 2 FAT 

0 2 - 

293 

 

2 2 FAT 

0 2 - 

3 2 FAT 

As for Mask R-CNN RGBD (Fig.20), the 

consistency of the id can be maintained longer by 

one frame in frame 290. Also, this was the only id 

switching that happened in the entire tracking for 

this object. Detailed information was shown in 

Table 11. 

Table 11. Id switching Mask R-CNN RGBD late fusion for 

Person 

Frame # 
Tracking_id rgbd 

late fusion 
class_id/0 Switch Count 

290 2 2 1 

291 
1 2 FAT 

2 2 - 

292 

292 

1 2 FAT 

2 2 - 

293 
1 2 FAT 

2 2 - 

Even if Mask R-CNN RGB performs the best in 

this class, only has two id switching, it slightly has 

worse results than Mask R-CNN RGBD, which 

only has one id switching. With this result, which 

performs better for all class, it can be concluded that 

Mask R-CNN RGBD perform better than Mask R-

CNN RGB for object tracking. 

D. Switch id summary 

The comparison of id switching results for all 

objects can be seen in Table 12. Overall, object 

tracking using the Mask R-CNN RGBD has fewer 

switching ids for the three classes available.  

Table 12. Id Switching Comparison 

Object 

Mask R-

CNN 

RGB[3] 

Mask R-CNN 

Early 

Fusion[11] 

Mask R-

CNN Late 

Fusion 

Teddy Bear 10 7 0 

Box 5 0 1 

Person 1 0 0 

 

Significant results can be seen on the teddy bear 
object where there were ten times ID switching if 

only RGB images were detected. Meanwhile, the 

tracking results can be perfect when the depth 

image was included because there was no id 

switching until the last frame was processed. It can 

be concluded that object tracking with additional 

depth images using the Mask R-CNN RGBD 

method was performed better to find the target 

object in each frame. 

 
E. Further Analysis 

In addition to id switching, another exciting 

thing that happened was the presence of a false 
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alarm trajectory (FAT) in the tracking process 

(Table 13). FAT is a condition where a detection 

error happened in a frame (Fig.11). If a false alarm 

occurs in a frame, then there was a high probability 

that the event repeated itself at the same position in 

the next frame [8]. In this experiment, the FATs that 

occur were treated correctly, using the original 

Mask R-CNN method and the Mask R-CNN RGBD, 

by generating a new id for the false alarm object. 

Table 13. False Alarm Trajectory 

Object 

Mask R-

CNN 

RGB[3] 

Mask R-CNN 

Early 

Fusion[11] 

Mask R-

CNN Late 

Fusion 

Teddy Bear 1 3 2 

Box 0 1 0 

Person 4 4 4 

 

 

 
Fig.  10. Examples of False Alarm Trajectory 

5. Conclusion 

It can be concluded that adding depth images 
into the multi-object tracking process can improve 

the ability to retain object ids. The results obtained 

from the experiment show that object tracking using 

the R-CNN RGBD Mask has almost perfect results, 

marked by almost no id switching that occurs. An 

interesting event occurs when a detection error 

occurs and generates a false alarm (FAT). Although 

FAT can be appropriately treated in this study by 

generating a new id to the object, further research 

needs to be done on whether the false alarm can 

affect the tracking results. Of course, the appearance 

of a false alarm can also be a success rate for the 
object tracking method. The fewer FAT appears, the 

better the tracking results. 

Besides the improvement, there are some 

drawbacks that occurred while inserting depth to the 

experiment. The architectural changes made this 

method unable to use available pre-trained datasets 

such as pre-trained COCO, also due to the limited 

pretrained dataset with RGBD images, this method 

also only limited to the object used in the 

experiment.  
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Fig.  11. Tracking id teddy bear using Mask R-CNN RGB 

 
Fig.  12. Tracking id teddy bear using Mask R-CNN RGBD early fusion 

 
Fig.  13. Tracking id teddy bear using Mask R-CNN RGBD late fusion 

 
Fig.  14. Tracking id box using Mask R-CNN RGB 

 
Fig.  15. Tracking id box using Mask R-CNN RGBD early fusion 
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Fig.  16. Tracking id box using Mask R-CNN RGBD Late Fusion 

 
Fig.  17. Tracking id person using Mask R-CNN RGB 

 
Fig.  18. Tracking id person using Mask R-CNN RGBD early fusion 

 
Fig.  19. Tracking id person using Mask R-CNN RGBD late fusion 
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