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Abstract 

 
In many real-world applications, the problem of data imbalance is a common challenge that 
significantly affects the performance of machine learning algorithms. Data imbalance means each 
target of classes is not balanced. This problem often appears in medical data, where the positive cases 
of a disease or condition are much fewer than the negative cases. In this paper, we propose to explore 

the oversampling-based Generative Adversarial Networks (GAN) method to improve the performance 
of the classification algorithm over imbalanced medical datasets. We expect that GAN will be able to 
learn the actual data distribution and generate synthetic samples that are similar to the original ones. 
We evaluate our proposed methods on several metrics: Recall, Precision, F1 score, AUC score, and 
FP rate. These metrics measure the ability of the classifier to correctly identify the minority class and 
reduce the false positives and false negatives. Our experimental results show that the application of 
GAN performs better than other methods in several metrics across datasets and can be used as an 
alternative method to improve the performance of the classification model on imbalanced medical 

data. 
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1. Introduction 

 

Various fields, such as market analysis, 

telecommunications, and the health sector, have 

widely applied data mining. Data-mining 

processes involve using statistics, mathematics, 

artificial intelligence, and machine learning 

techniques to extract information and knowledge 

from large amounts of data [1]. Data mining 

extracts patterns from data and uses those patterns 

to build models that make predictions.  
As data processing technology advances, 

better tools are needed to help us process and 

analyze the massive amounts of information we 

generate. One way to improve patient treatment in 

health care is to use advanced algorithms for data 

mining and find patterns among similar conditions 

[2]. Doctors can use the ability to predict disease 

development to provide early treatment to 

patients. Medical applications are not the only 

ones that benefit from data integration and 

mining; it is also important for companies in other 
industries. For example, retailers can use data 

mining tools to understand customer behavior and 

improve business operations. 

Real-world data, such as data related to  fault 

detection [3], [4]; fraud detection [5], [6], and 

medical diagnosis [7]–[9], often have data 

imbalance problems. A dataset is called an 

imbalance if it does not represent the classified 

categories evenly [10]. Data imbalance occurs 

when a dataset does not represent the classified 

categories evenly. In other words, if one or more 

target variables has many instances while others 
have very few (or none at all), then this is an 

example of data imbalance [11].  

Uneven classes in the dataset can bias an 

algorithm towards one class, reducing 

performance despite high accuracy [12]. An 

imbalanced dataset can misidentify important 

classes, especially for medical data classification. 

Most machine learning models assume even data 

distribution, which can cause inaccurate 

predictions. This can have serious consequences 

in the prediction of infectious diseases. For 
example, suppose we want to detect Covid-19 

patients using a classification model. A False 
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Positive occurs when a patient who does not have 

Covid-19 is predicted to be positive by the model. 

This may lead to unnecessary medical tests for the 

patient. A False Negative occurs when a patient 

who has Covid-19 is predicted to be negative by 

the model. This may result in delayed treatment 

and increased risk of spreading the virus, which 

can harm many people. 

Traditional machine learning algorithms aim 

to reduce errors by increasing accuracy but ignore 
the data imbalance problem [13]–[15]. Therefore, 

we need to handle the class imbalance in the data 

used for classification from the start. Resampling 

is a common technique used to overcome data 

imbalance. Oversampling and undersampling are 

common resampling techniques. Undersampling 

reduces the number of instances or the majority 

target sample, while oversampling increases the 

number of instances or minority target samples by 

generating new instances or repeating several 

instances [16].  
Several studies suggest that the oversampling 

technique has a better ability than undersampling 

based on comparing the performance of various 

classification models [17], [18]. Another study 

showed that using the oversampling technique 

with the Random Forest model can improve the 

accuracy of lung cancer screening and reduce the 

risk of false diagnosis [19].  

The Synthetic Minority Oversampling 

Technique (SMOTE) algorithm is a simple and 

effective over-sampling method to generate class 
samples by balancing the classes in the dataset by 

increasing the minority classes quantitatively [20]. 

However, SMOTE has the shortcomings of data 

with blurred boundaries, much noise, or data with 

class imbalance because SMOTE makes the 

algorithm change the characteristics of the spatial 

distribution of minority samples in the original 

sample set [21]. Several improved SMOTE 

algorithms generate new sample regions for 

synthesis data by combining clusters or selecting 

samples within classes. In 2020, Naseriparsa et al. 

proposed RSMOTE, a modification of the 
SMOTE that divides the minority sample into four 

regions (normal, semi-normal, semi-critical, and 

critical) based on a minority sample density 

analysis [22].  

As a machine learning technique, GAN 

produces high-fidelity new images for new 

training data. The GAN consists of two models 

that train simultaneously: a generator trained to 

produce false or synthetic data and a discriminator 

trained to distinguish fake data generated by the 

generator from the original data [23].  
The discriminator achieves optimal results 

when it can no longer determine which input is 

real. The characteristics of GAN allow applying 

oversampling studies because constructing a 

neural network based on adversarial training 

enables the creation of artificial data similar to the 

original data.  

Several studies use GAN or improved GAN to 

produce new synthetic image data to overcome an 

imbalance problem. In 2020, Rezaei et al. used 

GAN to generate synthetic images [24]. In 2021, 

Sharma et al. combined features from GAN and 

SMOTE to address the class imbalance problem 
using a data augmentation approach [25]. 

Generative adversarial networks (GAN) are 

not only capable of generating real image data but 

also tabular data, such as medical or educational 

records, by using deep neural networks to model 

the joint distribution of discrete and continuous 

variables [26]. GAN’s ability to generate new data 

and study data distribution enables its application 

to tabular data.  

Conditional GANs (CTGAN) proposed by Xu 

et al. as a synthetic tabular data generator to 
overcome some of the problems caused by 

imbalanced data [27]. CTGAN outperformed all 

methods over Bayesian Networks in at least 

87.5% of the datasets used. 

GAN generates additional data for minority 

classes by oversampling with the Conditional 

Tabular GAN (CTGAN) architecture. The 

generator adjusts the tabular data input and 

receives supplementary information to produce 

samples under the specified class conditions [6]. 

The experimental results show that the proposed 
method performs better than other oversampling 

methods on several evaluation metrics: Accuracy, 

Precision score, F1 score, and AUC.  

Another study, an approach of Conditional 

Wasserstein GAN, can effectively model tabular 

datasets with numerical and categorical variables 

and give special attention to downstream 

classification tasks through additional loss of 

classifiers [28]. The results demonstrate that the 

GAN architecture for tabular data and the 

proposed extension merit consideration for future 

research.  
A technique to overcome imbalanced data in 

datasets is a research theme that deserves to be 

applied and explored because data imbalance 

problems are often found in the real world and 

affect the performance of machine learning 

algorithms. This study examined GAN's ability to 

improve the classification model using data 

imbalance within medical datasets, then compared 

it with SMOTE methods and methods proposed 

by the previous study, namely RSMOTE [22]. 
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2. Method 

 

We conducted this research in several stages, 

i.e., data preprocessing, resampling, modeling, 

and evaluation. Before applying the classification 

algorithms, we performed data preprocessing, 

including data cleaning and train test split. We 

applied k-fold cross-validation to estimate how 

well the machine-learning model would perform.  

We follow the dataset used by Naseriparsa et 
al. [22], which is the most relevant and recent 

work on this topic. We took the datasets from the 

UCI repository [29].  

Table 1 presents the specifications of the 

datasets we used in this study. The value in the 

class minority and class majority columns 

indicates the number of samples belonging to the 

minority and majority classes in the dataset, 

respectively. In a classification task, the majority 

class is the class that has the most instances in the 

dataset, while the minority class is the class that 
has the least instances in the dataset. The 

imbalance ratio is a metric that measures the 

degree of class imbalance in a dataset; it is 

described as a ratio between the samples in the 

majority class and the minority class [30]. It 

shows the hepatitis dataset has a more significant 

imbalance ratio than the others; thus, the class 

imbalance on the hepatitis dataset might 

significantly impact the classification 

performance. 

 
Table 1. The characteristic of the dataset 

 

Dataset Atribut 
Class 

Minority 

Class 

Majority 

Imbalance 

Ratio 

Hepatitis 20 32 123 3,28 

Diabetes 9 268 500 1,86 

WDBC 32 212 354 1,68 

Heart 

disease 
14 120 150 1,25 

 

Preprocessing 

The first step of preprocessing is to clean the 
data by performing some operations. These 

operations include checking duplicate data that 

may cause bias or redundancy, checking missing 

values that may affect the accuracy or validity of 

the analysis, and checking zero values that may 

indicate errors or outliers.  

Both the WDBC and the heart disease datasets 

are clean and have no duplicates or missing 

values. The only preprocessing step we performed 

was dropping the id column from the WDBC 

dataset, as it was irrelevant for the analysis. 
The diabetes dataset is clean and has no 

duplicate or missing values. However, some 

columns contain unrealistic values of 0 for human 

attributes such as glucose, blood pressure, skin 

thickness, insulin, and BMI. To handle these 

values, we replace them with the mean and value 

of the particular column. 

The hepatitis dataset has no duplicate values, 

but it has missing values in several attributes. 

These attributes are steroids, fatigue, malaise, 

anorexia, liver_big, liver_firm, spleen_palpable, 

spiders, ascites, varices, bilirubin, alk_phosphate, 

sgot, albumin, and protime. We drop the protime 

column because it has too many missing values to 

be useful for the analysis. To handle the missing 
values, we use the fillna method that replaces 

NA/NaN values with a specified method or value. 

For the categorical values, the encoding 

process is applied to convert them into numeric 

data types, such as integers or floats, because 

machine learning algorithms can only process 

data in numerical form.  

The preprocessing process is then continued 

by splitting the data into two subsets: train and 

test data. The train data is used to train the 

machine learning models, while the test data is 
used to evaluate their performance. The ratio of 

train and test data is set to 90:10. We chose a 

90:10 ratio for train test split as we had a small 

dataset and wanted to use cross-validation 

technique to reduce the variance of model 

evaluation, which required splitting the data into 

multiple folds [31]. 

 

Resampling  

This research aims to address the problem of 

imbalanced medical data using oversampling 
method. A method is applied to generate new data 

for the training data, so the data for each class is 

balanced. The technique used in this research is 

the traditional SMOTE and GAN, based on 

oversampling. The SMOTE module is imported 

using the imblearn library from Scikit-learn. 

 

 
 

Fig. 1. GAN based oversampling architecture 
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This research uses the CTGAN architecture to 

generate synthetic tabular data. CTGAN has been 

shown to outperform other tabular data generation 

methods regarding data quality and utility [27]. 

Based on GAN architecture shown in Fig. 1, the 

data with minority class is separated into a subset 

used to train data for GAN implementation. In 

diabetes and WDBC datasets, the separated 

dataset in numerical form is forwarded to the 

GAN for training after the data is normalized 
using the StandardScaler. The hepatitis and heart 

disease datasets' subsets are numeric and 

categorical. Numerical data is normalized using 

StandardScaler, and categorical data are 

transformed using OneHotEncoding before being 

passed to GAN.  

The generator takes input from latent space 

and generates a new synthetic data sample. The 

LeakyRelu activation unit is used in the generator 

and discriminator to handle negative values. In 

addition, batch normalization is used in each layer 
to standardize the activation of the previous layer 

and stabilize the training process. In each output 

layer, the Softmax activation function is used for 

categorical variables, while the Tanh activation 

function is used for continuous variables.  

In addition, batch normalization is used in 

each layer to standardize the activation of the 

previous layer and stabilize the training process. 

In each output layer, the Softmax activation 

function is used for categorical variables, while 

the Tanh activation function is used for 
continuous variables.  

The discriminator model takes the data as a 

vector sample by the discriminator model, which 

then displays a classification prediction of 

whether the selection is real or fake. Because the 

prediction is a binary classification problem, 

Sigmoid activation is used at the output layer, and 

the loss function Binary Cross-entropy is used. 

We added dropout on the discriminator layer 

to prevent overfitting and help stabilize the 

training. In addition, Adam's optimization 

algorithm is used with learning rate and beta1 
adjusted for each dataset. The training data is then 

passed to the GAN model to be trained with the 

training progress up to 300 epochs, batch_size 64. 

Trained GAN is used to generate new data similar 

to the minority data. 

 

Modeling and evaluation 

We use Kullback-Leibler Divergence (KL-

divergence) and Cosine Similarity to calculate the 

distribution similarity between the synthetic and 

actual data columns. KL-divergence measures 
how much two probability distributions differ 

from each other [32]. The amount of information 

lost while comparing two distributions is 

measured using a notion from information theory. 

The lower the KL divergence, the closer the two 

distributions are to one another. Cosine similarity 

measured the extent to which two objects were 

alike [33]. The more similar the data objects are, 

the closer the value is to 1.  

The classification process uses Random 

Forest, Logistic Regression, SVM, and Naïve 

Bayes model. In the medical field, identifying the 

minority class is considered more important. 
Because the classifier may produce incorrect 

information regarding the minority class, accuracy 

alone is not suitable as an evaluation measure for 

the classification process [34], [35].  

We evaluated the machine learning model 

using cross-validation with k=5. Cross_val_score 

accepts an estimator, a dataset, and a scoring 

parameter as inputs and gives back an array of 

scores for each fold. We chose the scoring 

parameter to be: Recall (Weighted Average), 

Precision (Weighted Average), Precision 
(Weighted Average), F1-Score (Weighted 

Average), AUC, and FP-rate. We used Google 

Colab’s jupyter notebook tools in Python to 

conduct the experiments. 

 

3. Result and Discussion 
 

In Table 2, from the results of the performance 

evaluation before resampling, it can be seen that 

the results of the model classification using 

Hepatitis and WDBC datasets have a low-
performance value. However in the WDBC 

dataset, the Random Forest model can deal with 

the problem, evident by the pretty good 

performance outcomes.  

 
Table 2. Classification performance before resampling 

 
Dataset Model R P F1  AUC FPR 

Hepatitis 

 RF  0.45 0.50 0.50 0.82 0.06 

 LR  0.51 0.61 0.56 0.86 0.06 

SVM 0.00 0.00 0.00 0.65 0.04 

 NB  0.72 0.46 0.52 0.81 0.09 

Diabetes 

 RF  0.59 0.69 0.66 0.83 0.16 

 LR  0.56 0.74 0.62 0.83 0.14 

SVM 0.47 0.73 0.58 0.82 0.13 

 NB  0.61 0.64 0.61 0.81 0.14 

WDBC 

 RF  0.93 0.96 0.94 0.99 0.03 

 LR  0.59 0.15 0.22 0.52 0.10 

SVM 0.00 0.07 0.01 0.55 0.07 

 NB  0.03 0.30 0.05 0.89 0.06 

Heart 

Disease 

 RF  0.88 0.81 0.83 0.91 0.13 

 LR  0.88 0.82 0.86 0.89 0.12 

SVM 0.87 0.65 0.74 0.72 0.14 

 NB  0.82 0.86 0.86 0.90 0.13 

Average   0.55 0.58 0.54 0.80 0.10 

 

In the diabetes dataset, the model's 

performance is moderate, although several 

matrics, especially Recall (R), need to be 
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improved. Meanwhile, from the evaluation results 

on the heart disease dataset, the impact of the 

imbalance data does not have a significant effect 

in terms of the performance value, which is quite 

good; this possibility relates to the low imbalance 

ratio. 

Before we generated new data using GAN, we 

divided the original data into two subsets: train 

and test. The test set was kept aside for evaluating 

the classification models. The train set was used 
to train GAN, which is a method that can generate 

synthetic data for the minority class. 

 
Table 3. Data distribution before and after resampling 

 

Dataset Model Before After New Data 

Hepatitis Die=1 29 81 110 

 Live=0 110 0 110 

Diabetes Yes=1 241 209 450 

 No=0 450 0 450 

WDBC Malignant=1 195 122 317 

 Benign=0 317 0 317 

Heart 

disease 

Yes=1 109 25 134 

No=0 134 0 134 

 

. To balance the classes in the train set, we 

needed to generate enough synthetic data for the 

minority class to match the number of data points 

in the majority class. To do this, we calculated the 

ratio of the minority and majority classes in the 

train set and used it as a guide for how many new 

data points we should generate using GAN. Table 

3 shows the class comparison before and after 

generating data with GAN. 

Fig. 2 shows that the numerical data from 

GAN is similar to the original data. The log mean 

and standard deviation values of the new data are 

close to each other and the line.  
Fig. 3 shows that the divergence between real 

and synthetic data for each column is low in the 

hepatitis dataset; consider the steroid and 

fractal_dimension_mean columns. In the diabetes 

dataset, 5 of 8 columns have low divergence; in 

heart disease, 7 of 11 datasets have low 

divergence. Whereas in the WDBC dataset, 28 of 

30 columns have low divergence.  

In Fig 4, most columns in each dataset have 

high cosine similarity values. Between synthetic 

data and real data, out of 69 columns, only 5 of 
them, or around 0.07 percent, had a cosine 

similarity value below 0.5. A low divergence and 

a high cosine similarity mean the two vectors or 

distributions are similar.  

 

 

 

 
(a) Hepatitis dataset 

 
(b) Diabetes dataset 

 
(c) WDBC dataset 

 
(d) Heart disease dataset 

 

Fig. 2. Log mean values and standard deviation values between real and synthetic data of each database 
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(a) Hepatitis dataset 

 

 
(b) Diabetes dataset 

 

 
(c) Hepatitis dataset 

 

 
(d) Heart disease dataset 

 

Fig. 3. Plot divergence between real and synthetic data 

 

 
(a) Hepatitis dataset 

 
(b) Diabetes dataset 

 

 
(c) WDBC dataset 

 
(d) Heart disease dataset 

 

Fig 4. Plot cosine similarity between real and synthetic data 
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Table 4. Performance comparison classification between SMOTE and GAN 

 

Dataset Model 
Recall Precision F1 score AUC score FP rate 

SM GAN SM GAN SM GAN SM GAN SM GAN 

Hepatitis 

RF 0.93 0.92 0.86 0.91 0.86 0.90 0.96 0.98 0.07 0.06 

LR 0.88 0.89 0.83 0.86 0.84 0.88 0.92 0.93 0.07 0.06 

SVM 0.70 0.65 0.61 0.72 0.67 0.68 0.65 0.80 0.05 0.04 

NB 0.94 0.94 0.72 0.79 0.83 0.84 0.90 0.91 0.10 0.09 

Diabetes 

RF 0.84 0.81 0.80 0.82 0.80 0.81 0.90 0.90 0.15 0.16 

LR 0.71 0.72 0.74 0.73 0.74 0.75 0.81 0.85 0.14 0.14 

SVM 0.67 0.75 0.74 0.76 0.69 0.76 0.82 0.85 0.12 0.12 

NB 0.63 0.69 0.75 0.76 0.68 0.73 0.81 0.82 0.14 0.14 

WDBC 

RF 0.97 0.96 0.98 0.98 0.96 0.97 0.99 0.99 0.03 0.03 

LR 1.00 1.00 0.50 0.50 0.54 0.67 0.46 0.65 0.12 0.01 

SVM 0.19 0.46 0.61 0.81 0.27 0.58 0.46 0.65 0.08 0.01 

NB 0.08 0.44 0.78 0.82 0.24 0.57 0.90 0.90 0.06 0.01 

Heart disease 

RF 0.82 0.84 0.84 0.84 0.82 0.83 0.90 0.92 0.13 0.13 

LR 0.83 0.87 0.80 0.85 0.82 0.86 0.89 0.90 0.13 0.13 

SVM 0.78 0.75 0.62 0.66 0.71 0.65 0.72 0.74 0.15 0.14 

NB 0.85 0.83 0.83 0.86 0.84 0.85 0.90 0.92 0.15 0.14 

Average   0.74 0.78 0.75 0.79 0.71 0.77 0.81 0.86 0.11 0.09 

The bold shows the highest performance value between SMOTE and GAN among various classifiers. 

 

Table 4 compares the classification model 

performance using data generated by GAN and 

data oversampled by SMOTE. GAN and SMOTE 

can enhance the performance of classification 

models with imbalanced data, according to the 

average results of all performance metrics for all 

datasets and models. Moreover, GAN outperforms 

SMOTE in Recall, Precision, F1 score, AUC, and 
FP rate values. 

GAN achieves the highest Recall, Precision, 

F1 score, AUC score and FP-rate in the hepatitis 

dataset. In the diabetes dataset, SMOTE has the 

highest Recall, while GAN has the highest 

Precision and F1 score. GAN and SMOTE have a 

similar effect on the Random Forest Model 

classification performance in the WDBC dataset, 

which is already good in the baseline. However, 

for other classification models in the WDBC 

dataset, GAN and SMOTE can significantly 

improve the classification performance, especially 

on Recall values.  

Classification performance using the GAN and 

SMOTE methods does not significantly impact 

the classification performance of the heart disease 
dataset. The insignificant impact might be because 

the GAN method only generated 25 data points, 

which needed to be revised to make a difference. 

The SMOTE method might also have introduced 

noise or overfitting to the data, which could affect 

the classification performance. 

 

 
Table 5. Performance comparison classification between RSMOTE and GAN 

 

Dataset Recall Precision F1-Score AUC FP-Rate 

  RSM GAN RSM GAN RSM GAN RSM GAN RSM GAN 

Hepatitis 0.88 0.94 0.93 0.91 0.89 0.90 0.94 0.98 0.04 0.04 

Diabetes 0.79 0.81 0.82 0.82 0.80 0.81 0.87 0.90 0.18 0.12 

WDBC 0.93 1.00 0.97 0.98 0.95 0.97 0.99 0.99 0.03 0.01 

Heart Disease 0.84 0.87 0.89 0.86 0.85 0.86 0.92 0.90 0.11 0.13 

Average 0.86 0.91 0.90 0.89 0.87 0.88 0.93 0.94 0.10 0.08 

 

As shown in 5, GAN outperforms RSMOTE 

on specific metrics across different datasets. We 

compare the best values GAN achieves and 

previous studies for each metric. GAN has a 

higher Recall, F1 score, AUC score, and FP rate 

values than RSMOTE for hepatitis and diabetes 
datasets. GAN improves the Precision, Recall, F1 

score, and FP rate values for the WDBC dataset. 

GAN increases the Recall value and F1 score for 

the heart disease dataset compared to RSMOTE. 

Based on the average performance results of all 

models and datasets, we can see that GAN has 

higher Recall, F1 score, AUC, and FP rate values 

than RSMOTE. These metrics indicate that GAN 

is more effective at identifying the minority class 

and reducing the false positives and false 

negatives. However, RSMOTE has a superior 

precision value than GAN, which means that 

RSMOTE is more accurate at predicting the true 
positives. 

The limitation of our study is that we only 

compared our method with two other 

oversampling methods from recent research. This 

may limit the generalizability of our results and 

the evaluation of our method’s performance. 

Future research could compare our method with 
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more oversampling methods and more datasets 

with various imbalance ration, especially those 

that have different characteristics from the ones 

we used 

 

4. Conclusion 
 

In this study, we proposed to explore the 

ability of GAN to improve classification 

performance on imbalanced data using medical 
datasets. From the results of our research, GAN 

based on oversampling can be used to generate 

new data to balance the class distributions and 

improve the classification model's performance. 

The result of the evaluation model from the four 

medical datasets based on calculations from 

Recall, Precision, F1 score, AUC score, and FP 

rate shows that the application of GAN can 

outperform SMOTE and RSMOTE methods in 

several metrics and algorithms.  

GAN training has challenges, such as training 
for stability or balancing it so that the generator 

and discriminator learn simultaneously. The 

commonly used implementation is to modify the 

loss generator to make it more stable. One of the 

difficulties in using GAN to generate synthetic 

tabular data is how to train the model to produce 

realistic and diverse data. Tabular data are 

complex and heterogeneous because they can 

have different data types, such as numerical or 

categorical, and distribution shapes, such as 

normal, uniform, or skewed. Therefore, GAN 
needs to learn how to capture the characteristics 

and relationships of the original tabular data and 

generate new data that preserve these features. 

Future research may propose new techniques to 

improve the quality and diversity of the synthetic 

tabular data. 
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